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Summary

Artificial intelligence (AI) has rapidly advanced in various 
domains, including its application in psychotherapy. AI-powered 
psychotherapy tools present promising solutions for increasing 
accessibility to mental health care. However, the integration of AI 
in psychotherapy raises significant ethical concerns that require 
thorough consideration and regulation to ensure ethical practice, 
patient safety, and data privacy. This article discusses the ethical 
considerations surrounding the utilization of AI in psychotherapy, 
emphasizing the need for responsible implementation, patient pri-
vacy, and the human-AI interaction.
The challenge raised by the use of artificial intelligence requires 
a comprehensive approach. Schools, in particular, are crucial in 
providing both knowledge and ethical guidance, helping young 

individuals decipher the complexities of online content. Addition-
ally, parental support is essential, requiring the provision of time, 
fostering relationships, encouraging dialogue, and creating a safe 
environment to share experiences amidst the intricacies of ado-
lescence. Reimagining social and healthcare services tailored for 
adolescents is equally crucial, taking into account recent societal 
changes. The integration of AI in psychotherapy has vast potential 
to transform mental healthcare. However, ensuring its accuracy 
and effectiveness demands a proactive approach to address asso-
ciated ethical considerations. By adopting responsible practices, 
preserving patient autonomy, and continually refining AI systems, 
the field can leverage the benefits of AI in psychotherapy while 
maintaining high ethical standards.

Introduction

The introduction of artificial intelligence (AI) in 
the treatment of mental distress is challenging a 
range of assumptions and certainties within the 
professional and epistemological landscape of clinical 
psychology, raising ethical questions about its impact 
in psychotherapy, as well as the effects in patients and 
psychotherapists [1, 2].
The integration of chatbots and other AI apps into 
psychotherapy doesn’t just impact the traditional 
biomedical ethical concerns of autonomy, beneficence, 
non-maleficence, and justice; it significantly influences 
the trust dynamics and relationships between patients 
and psychotherapists [3, 4].
The increasingly significant proliferation of companies 
providing digitally-mediated psychotherapy services has 
begun to gain prominence, particularly in conjunction 
with the recent pandemic situation [5].
While official statistics providing information about the 
actual number of patients utilizing these services are not 
yet available, it is noteworthy that there is a growing 
number of digital agencies offering such support. Unlike 
the past, these companies are providing new and valuable 
insights into the extent of mental distress in Italy, as they 
are no longer exclusively reliant on data provided by the 
public healthcare system.
AI-driven tools have proven highly effective in delivering 
cost-effective and accessible therapeutic solutions. 
However, these new healthcare services prompt 

multiple reflections regarding the specific offerings of 
these applications, the characteristics of the patients 
accessing these platforms, the interactions created with 
the intervention recipients, the therapy vision conveyed 
by marketing strategies, and the effectiveness of the 
treatment path  [6]. In addition, these advancements 
in AI for mental health, introduce ethical challenges 
around its uses in psychotherapy that require in-depth 
consideration on the topics of respect for autonomy, 
access to treatment, non-discrimination, fulfillment of 
people’s needs, protection of dignity, data privacy and 
much more [3].
From the limited and still incomplete data provided 
by digital agencies, it can be inferred that the most 
prominent users seeking these services primarily consist 
of adolescents and post-adolescents, aged between 16 
and 25 years [7, 8].
These are young individuals who were born and raised 
in a world deeply immersed in digital technology, 
a generation accustomed to mediating all forms of 
relationships and communication through smartphones, 
social networks, messaging apps; a generation that 
experienced the most significant moments of their 
growth within their homes due to the pandemic [9].
These young people have a different perspective on 
psychotherapy compared to previous generations, even 
to adults only slightly older (30-40 years old) who grew 
up with the image of a patient lying on a couch and 
talking to a psychotherapist physically present in the 
room.
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With the advent of new technologies and the introduction 
of digital forms of psychotherapy, the very techniques, 
tools of the discipline, or the structural rituals of the 
clinical encounter concerning the physical environment, 
space, time, and the centrality of the setting have indeed 
been questioned [10]. 
Historically, all approaches to mental health have 
recognized the importance of two fundamental aspects 
of care: restoring meaning to the dimensions of time and 
space, often compromised by illness (Eugene Minkowski 
- Ludwig Binswanger), and externally reorganizing the 
individual’s relationship with these coordinates of reality 
when the individual themselves was temporarily unable 
to do so [11].
The tools used for this purpose were precisely represented 
by those rituals (regularly attending the therapist’s office, 
respecting session times, scheduling appointments in 
advance, interrupting during the vacation period, and 
so on), which AI has profoundly altered, giving rise to 
heated debates.
In digital sessions, access to the clinician’s office 
is no longer necessary, the schedule is flexible, and 
distances are no longer a reason for interruption. Digital 
psychotherapies overcome the limits of territoriality, 
allowing access to treatments for individuals who 
traditionally had to forego them due to work or 
geographic distance from treatment facilities  [12, 13]. 
Such innovations therefore allow the possibility of 
democratizing medicine as a perspectives of justice and 
care, reducing the gap in access to mental health, which 
particularly affects the most vulnerable individuals.
On the other hand, there is significant criticism regarding 
the possibility that such apps might be profit-driven, 
designed to generate revenue by misleading users with 
false promises of improving their health. Other concerns 
raised pertain to the lack of conclusive evidence 
regarding their effectiveness in diagnosing and treating 
mental illnesses, as well as the absence of humanistic 
qualities in chatbots – such as empathy, reflective ability, 
professionalism, and reliability – essential for delivering 
widespread mental health treatments [3].

Technological innovation  
and mental health

This potential to receive care potentially anywhere and 
at any time is changing the perception of psychotherapy, 
enabling an increase in patient intake. However, it also 
gives rise to new challenges [14]. 
One of the most significant challenges is related to 
dropouts, which are associated with the ease of access 
and familiarity with the digital medium  [15, 16]. This 
particularly affects younger age groups who, after a 
few months of sessions without observing significant 
changes, tend to prematurely abandon the therapy and 
consider it ineffective. As is known, this phenomenon 
also affects the individual’s future willingness to seek 
help from another therapist. Research shows that 
for the subsequent five years, individuals, despite 

continued distress, do not re-engage with any treatment 
system [17, 18].
The questioning of the fundamental pillars of 
psychotherapy, particularly the centrality of the setting, 
a concept common to all clinical approaches regardless 
of their theoretical foundations, prompts reflection on 
the epistemological framework of the discipline itself.
The majority of current psychotherapists might assert 
that digital offerings cannot and should not be identified 
or recognized as genuine psychotherapy. However, there 
is also a significant number of scholars who advocate 
a more cautious approach, suggesting a suspension of 
judgment to further explore the subject and the cultural 
changes surrounding the emergence of these new forms 
of mental health care [19]. 
Currently, AI governs the majority of algorithms in 
the online services we interact with daily, It guides our 
searches on search engines and the advertisements we 
are continuously exposed to on the internet [20].
This raises a question: based on what criteria will patients 
be directed to choose a psychotherapist? What elements 
will the ranking system used by various platforms 
be based on? Could a ranking of psychotherapists be 
established based on their professional credentials, or 
should we consider that this ranking will be calibrated 
based on user evaluations using parameters that may not 
necessarily be meaningful, such as the duration of the 
therapeutic relationship? And what will be considered 
as positive? Brief therapy or long-term therapy? This 
presents a challenge, as some schools of thought, like 
strategic psychotherapy, consider the brevity of the 
treatment process as a strength, while others, like 
psychodynamic approaches, view this as a weakness.
If, as can be easily imagined, algorithms decide which 
intervention is qualitatively more valid, there will be 
consequences in terms of education as well. Education 
will inevitably be steered towards models of schools that 
better cater to the needs of the market, even if they are 
not based on studies and research backed by scientific 
evidence. This perspective should indeed prompt 
significant actions to protect the health of citizens, not 
only by professional associations and legislators but also 
by the entire European community.
In the United States, the situation is even more complex, as 
the government has already authorized several insurance 
companies to recognize the validity of treatments 
performed through digital psychotherapy [21]. 
Among these, some applications targeted at young 
individuals suffering from depression are equipped 
with algorithms that can identify, based on linguistic 
exchanges with the chatbot, certain patterns and words 
that may indicate suicidal risk [22, 23]. These patterns 
can be identified by frequency, memory of past situations, 
or data uploaded by the psychotherapist.
In this case, the machine proves to be more efficient than 
even the most experienced psychotherapist because it 
possesses vastly superior computational power, allowing 
it to analyze billions of data points in minutes and 
rapidly discriminate high-risk situations. However, the 
responsibility for treatment remains within the domain 
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of the therapist, both for ethical and professional reasons 
that emphasize the irreplaceable value of the human 
relationship and for legal accountability concerns.
However, the integration of digital tools within 
the context of a therapeutic relationship between a 
professional and a patient raises ethical concerns about 
how mental health apps will impact the therapeutic 
relationship. For instance, the use of this technology 
might diminish the therapist’s monitoring role, thereby 
heightening therapeutic risks for patients.
AI could, therefore, play a sort of frontline role (like first 
aid), enabling the assessment of emergency situations 
and promptly notifying the clinician. Other applications 
are aimed at individuals with eating disorders or the 
treatment of initial psychotic episodes  [24]. In these 
cases, doubts arise about the AI’s actual ability to 
fully meet its intended purposes. While algorithms can 
identify patterns, they do not possess human intelligence. 
This highlights the need for collaboration between AI 
and human therapists to achieve the best results, where 
AI can provide valuable insights and rapid assessments, 
while human therapists bring their expertise, ethical 
considerations, and nuanced understanding of individual 
cases to the treatment process. 
It’s therefore crucial to have a human therapist involved 
in the process to oversee and interpret AI-generated 
insights. The absence of human judgment might indeed 
result in misinterpretation or misdiagnosis of patient 
concerns, potentially causing harm. Patients should 
be aware of AI involvement in their therapy and its 
implications. They must provide informed consent and 
retain autonomy in decisions regarding their treatment. 
Ensuring transparency and comprehensibility in AI’s 
role is vital for maintaining patient trust.

Digital therapies for adolescents:  
Risks and benefits

Certainly, the introduction of AI in the field of mental 
health brings benefits but also risks and weaknesses. The 
first limitation relates to the machine’s inability to grasp 
the emotional, symbolic, relational, and anthropological 
dimensions of the data it is meant to interact with, as 
it can only decipher the empirical reality. A word holds 
no evocative value for a machine; it lacks emotional 
meaning. However, every therapist knows that to 
understand the individual and their anxieties, the internal 
and emotional resonances of words are more relevant. 
For example, consider the power of certain words like 
“mother”, “death”, “love”, or seemingly innocuous ones 
for algorithms but bearers of disturbing memories for an 
individual.
The lack of human supervision in patient interactions 
not only results in flat and uniform narratives but also 
poses the risk of dangerous self-diagnosis, without any 
opportunity for correction [25].
Ensuring that AI systems comply with data protection 
regulations and safeguarding the privacy of patients’ 
information is an ethical imperative in relation to adverse 

consequences for individuals and society (Article 8 of 
the European Convention on Human Rights). 
Another ethical and professional concern pertains 
to privacy and data protection, as well as the type of 
content being discussed. Where will the data from these 
conversations be stored? Who will be responsible for 
the clinical records, the conversation history stored in 
the cloud? Companies managing this data could go out 
of business or sell the data, for instance, to prospective 
employers seeking to acquire personality profiles of 
potential employees.

Artificial intelligence and the 
psychological distress of the youth world

As previously mentioned, the generation turning to these 
new forms of digital psychotherapy is predominantly 
composed of adolescents  [26]. These are young 
individuals who are more comfortable interacting with 
digital media now prevalent in diverse areas of social 
life (technology, healthcare, finance, culture and more), 
as they have grown up with it  [27]. They often feel 
misunderstood by adults and are driven by loneliness to 
seek a non-human other that can listen and be accessed 
without physical, economic, and social barriers.
As Pietropolli Charmet and Lancini assert, today’s youth 
are growing up in a fragile family environment where 
both parents usually work, mothers and fathers play 
distant roles, and relationships lack physical presence. 
Parents idealize, immortalize, constantly photograph, 
and put their children on display, burdening them with 
expectations of achievement and popularity [28, 29]. 
These images of a magnificent, grandiose self, free from 
limitations and projected toward every success, expose 
adolescents to dangerous feelings of disappointment. 
These emotions are related to the shame of not becoming 
what was expected, shame for their vulnerabilities, and 
shame regarding their bodies. The contemporary illnesses 
affecting adolescents arise from the ideal of an inflated 
self that collapses during adolescence and leads to the 
emergence of so-called shame-based pathologies that 
include social withdrawal, substance use, eating disorders, 
depression, anxiety, and severe self-harming behavior.
Adolescence, often described as the age of omnipotence 
and invincibility, is, in reality, the age of confronting 
limits and one’s own vulnerability. Unlike children who 
fear the death of a parent, adolescents discover that they 
themselves can die. They uncover their own limitations 
and vulnerabilities.
The problem of dropping out of school, which 
predominantly affects males and has been on the rise in 
recent years, is also related to shame-based pathologies, 
particularly feelings of inadequacy and unpopularity. 
It’s about the inability to cope with disappointment, 
frustration, and the challenges of growing up. 
Furthermore, today’s adolescents are often unmotivated 
to pursue educational qualifications that may have no 
practical usage and that no longer offer the hope of a 
better life, as they did in the past.
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The generation gap reflects an ever increasing distance 
between students and teachers, who no longer serve as 
strong role models for young people. While adults lose 
credibility and authority, peers, mass media subculture, 
the internet, YouTubers, and influencers gain influence.
The internet (the virtual world) is one of the modern 
contexts in which adolescents face the challenge of 
identity. For them, the internet is a stage that can offer 
popularity and success but can also lead to dangerous 
setbacks [9].

Conclusions

Online, young people are turning to new forms of 
psychotherapy that they perceive as more accessible 
and less judgmental. Robots and animals lack ulterior 
motives, which helps adolescents overcome shame 
and engage in discussions on intimate and difficult 
topics [30].
In reality, the exponential increase in adolescent distress, 
evident from the rising number of adolescents admitted 
to psychiatric wards, the unprecedented suicide rates, and 
the significant school dropout rates, requires complex, 
coordinated efforts among institutions, companies, and 
associations that are in daily contact with young people. 
These interventions, however, have so far been isolated 
and fragmented.
In this context, it is crucial and a top priority to ensure 
that schools once again provide knowledge and ethical 
tools to help young people decode the messages of the 
internet  [31]. Additionally, parents need support to 
offer time, relationships, dialogue, and a space to share 
their children’s pain and support the complexities of 
growing up.
It is also essential to rethink social and healthcare 
services for adolescents, taking into account the 
changes that have occurred in recent years [32]. Despite 
obvious needs during this phase of life, there are still 
significant barriers to accessing existing services in local 
communities. All of this is challenging to accomplish 
when continuous bureaucratic and political obstacles 
make every change and progress arduous.
 Acknowledging the problem and developing appropriate, 
comprehensive responses is now essential.
The integration of AI in psychotherapy holds immense 
potential to revolutionize mental health care. However, 
to ensure their correctness and effectiveness, it is 
imperative to address the associated ethical concerns. By 
incorporating responsible practices, maintaining patient 
autonomy, and continually refining AI systems, the field 
can harness the benefits of AI in psychotherapy while 
upholding ethical standards.
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