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 OPEN ACCESS   

Introduction 

Hepatitis is one of the dangerous diseases that result 
from viral infections [1, 2]. This virus attacks the liver 
leading to its inflammation. Inflammation may lead to 
the death of the liver cells and affect the functionality 
of the liver [3]. Five main types of hepatitis have been 
identified, namely hepatitis A, B, C, D, and E viruses [4]. 
The most common types of these are hepatitis A virus, 
hepatitis B virus (HBV), and hepatitis C virus (HCV). 
Among these, HBV and HCV will cause chronic hepatitis, 
liver cirrhosis, and hepatocellular carcinoma [2, 5, 6].
It is estimated that 257 and 71 million people around 
the world are currently infected with HBV and HCV, 
respectively  [7, 8]. The prevalence of HBV depends 
on the geographic area, and its overall prevalence was 
estimated at 3.6% in the world  [9]. The HCV global 
prevalence in adults is 2.5%  [10]. Furthermore, the 
incidence of HCV was estimated between 0.5% and 
2.8% in various studies [11, 12]. According to previous 
studies, African and Asian countries have the highest 
prevalence of HBV and HCV  [13, 14]. In Iran, the 
prevalence of HBV and HCV was about 2.2 and 0.5% in 
the general population, respectively [15, 16].
Prediction of chronic diseases plays an important role 
in health informatics. Hepatitis is one of the chronic 
diseases that can lead to liver cirrhosis and hepatocellular 
carcinoma, which cause deaths around the world. 

Therefore, early diagnosis is needed to control, treat, 
and reduce the effects of this disease [17-19]. In the past 
few years, machine learning methods have been widely 
employed for predicting chronic diseases  [2, 5, 13, 17, 
20-23]. Among them, ensemble learning methods such 
as bagging, random forest, and AdaBoost are powerful 
methods. These methods can achieve better learning 
performance by combining several weak learners [24‑26].
Despite the several studies that have used ensemble 
learning methods for the prediction of hepatitis disease, 
only a few of them have been performed in Iran  [27, 
28]. Furthermore, hepatitis is a public health concern, 
especially in developing countries such as Iran  [29, 
30]. Hence, this study’s main goal was to compare 
the performance of three ensemble learning methods 
(including bagging, random forest, Adaboost) and 
logistics regression as traditional methods for predicting 
hepatitis diseases (HBV and HCV). Important variables 
related to HBV and HCV were also identified.

Methods

Study desig
This case-control study was conducted in Hamadan 
Province, Western Iran. This study was approved by the 
ethics committee of Hamadan University of Medical 
Sciences (IR.UMSHA.REC.1396.330). 
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Summary

Objective. Hepatitis is one of the chronic diseases that can lead 
to liver cirrhosis and hepatocellular carcinoma, which cause 
deaths around the world. Hence, early diagnosis is needed to con-
trol, treat, and reduce the effects of this disease. This study’s main 
goal was to compare the performance of traditional and ensem-
ble learning methods for predicting hepatitis B virus (HBV), and 
hepatitis C virus (HCV). Also, important variables related to HBV 
and HCV were identified.
Methods. This case-control study was conducted in Hamadan 
Province, in the west of Iran, between 2014 to 2019. It included 534 
subjects (267 cases and 267 controls). The bagging, random forest, 
AdaBoost, and logistic regression were used for predicting HBV and 

HCV. These methods’ performance was evaluated using accuracy. 
Results. According to the results, the accuracy of bagging, ran-
dom forest, Adaboost, and logistic regression were 0.65  ±  0.03, 
0.66 ± 0.03, 0.62 ± 0.04, and 0.64 ± 0.03, respectively, with random 
forest showing the best performance for predicting HBV. This method 
showed that ALT was the most important variable for predicting 
HBV. The the accuracy of random forest was 0.77±0.03 for predict-
ing HCV. Also, the random forest showed that the order of variable 
importance has belonged to AST, ALT, and age for predicting HCV.
Conclusion. This study showed that random forest performed bet-
ter than other methods for predicting HBV and HCV.
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Between 2014 and 2018, 267 patients with a definite 
diagnosis of HBV or HCV (131 HBV, 131 HCV and 5 HBV 
and HCV), as the case group, were referred to the hepatitis 
clinic and the infectious diseases clinic of Hamedan Health 
Center. The control group was selected from among 
267 people referred to Sina Hospital and Dey Hamedan 
Laboratory during 2018-2019. The second author collected 
case and control group data using a checklist. The checklist 
included data related to demographic characteristics (age, 
sex) and the results of laboratory tests. All participants were 
over 15 years of age. Non-cooperation of the participants 
to perform further laboratory tests, ultrasound or any other 
follow-up was excluded from this study. Informed consent 
was obtained from the participants after explaining the 
objectives of the study.

Data Collection and preparation
The data collection tools included an information form on 
demographic characteristics (age, sex) and laboratory tests. 
Of any contributor, under sterile conditions, a 10 cc blood 
sample was obtained by an expert sampler. At the time 
of admission to the laboratory, alanine aminotransferase 
(ALT), aspartate aminotransferase (AST), cholesterol 
(CHOL), triglyceride (TG), fasting blood sugar (FBS), 
body mass index (BMI) were measured and recorded. 
Missing values of these variables were imputed with the 
multiple imputations method. For an exact evaluation of 
probable causes of elevated ALT, including viral hepatitis 
and fatty liver, HBsAg, HBCAb, and HCVAb as well 
as liver sonography were requested for all of the non-
hepatitis groups with high ALT. An abnormal measure of 
CHOL, TG, and blood sugar is defined as above 200, 200, 
and 115 respectively. The aforementioned cutoffs were 
determined according to the recommendation of the kit’s 
manufacturer (Roche Biotech).

Statistical Analysis 
Bagging, proposed by Breiman, is one of the most 
popular and earliest ensemble learning methods. This 
method uses bootstrap resampling to create multiple 
training subsets from the given original training dataset. 
Then each training subsets is used to construct a classifier, 
which is also called a based learner. Eventually, all based 
learners aggregate into the final prediction model [24]. 
Random forest, also proposed by Breiman, is a tree-
based ensemble learning method. In this method, each 
tree is grown by a bootstrap sample, which is obtained 
by randomly resampling from the training dataset. 
When building each tree, at each nodeot tree, a subset 
of predictors was selected randomly and among which, 
the best predictor is chosen for splitting. Eventually, 
predictions are obtained by averaging the results of 
all the trees. The random forest can also estimate the 
importance of predictors using the Gini Index, which 
makes the results more interpretable [25].
AdaBoost, proposed by Freund and Schapire, is one of 
the most popular ensemble learning methods that was 
used boosting algorithms. This method creates a subset 
of the training dataset. Then an initial classifier-based 
model is constructed by assigning the same weight for 

instances. Each boosting iteration assigns weight to the 
training instances so that the next learner concentrates on 
reweighted instances that were misclassified previously. 
Eventually, the final model is a weighted sum of all the 
classifier-based models [26]. 
Logistic regression as a traditional method was 
performed to assess the effect of prognostic factors on 
HBV and HCV. This method can determine the direction 
of association of variables on outcome. The results are 
also easy to interpret [31]. 
The cross-validation method has been used for evaluating 
the performance of three ensemble learning methods and 
logistic regression, in which the dataset was randomly 
divided into training (70%) and test (30%) sets. Then, 
the discrimination ability of each methods was assessed 
by accuracy. This procedure was repeated 100 times and 
the average values of accuracy were computed.

Software packages
The statistical analyses were performed using R Version 
3.6.3  [32], with the following packages “adabag”, 
“CORElearn” and “randomForest”.

Results 

The study involved 534 subjects (267 cases and 267 
controls). The case group included 131 patients with 
HBV, 131 patients with HCV, and 5 patients with HBV 
and HCV. The control group also included 267 healthy 
subjects. The characteristics of cases and controls are 
given in Table I.

Tab. I. Characteristics of the study population. 

Variables
Cases

N = 267
Controls
N = 267

Total
N = 534

Age (Year) 38.82 ±10.99 43.05±13.86 40.94 ±12.67
ALT 59.08 ± 58.83 39.33 ± 38.08 49.20 ± 50.49
AST 42.15 ± 33.81 28.06 ± 20.57 35.11 ± 28.83
Sex
Male 210 (78.7) 157 (58.8) 367 (68.7)
Female 57 (21.3) 110 (41.2) 167 (31.3)
BMI
Underweight/
Normalweight

89 (33.3) 63 (23.6) 152 (28.5)

Overweight/
Obese

178 (66.7) 204 (76.4) 382 (71.5)

FBS
≤ 115 252 (94.4) 240 (89.9) 492 (92.1)
> 115 15 (5.6) 27 (10.1) 42 (7.9)
CHOL
≤ 200 187 (70.0) 177 (66.3) 364 (68.2)
> 200 80 (30.0) 90 (33.7) 170 (31.8)
TG
≤ 200 189 (70.8) 204 (76.4) 393 (73.6)
> 200 78 (29.2) 63 (23.6) 141 (26.4)

Data are expressed as Mean ± SD and N (%). HBV: Hepatitis B Virus; HCV: 
Hepatitis C Virus; ALT: Alanine aminotransferase; AST: Aspartate ami-
notransferase; CHOL: Cholesterol; TG: Triglyceride; FBS: Fasting blood 
sugar; BMI: Body mass index.
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Figure 1 displays the variable importance obtained from 
random forest for HBV and HVC. The results showed that 
ALT, age, and AST as the three most important variables 
for predicting HBV [Fig. 1 (A)]. The random forest also 
identified that the order of variable importance has belonged 
to AST, ALT, and age for predicting HCV [Fig. 1 (B)].
Table II shows the performance of three ensemble 
learning methods (bagging, random forest, Adaboost) 
and logistics regression for predicting HBV and HCV in 
testing datasets. As seen, the accuracy of bagging, random 
forest, Adaboost, and logistic regression were 0.65 ± 0.03, 
0.66 ± 0.03, 0.62 ± 0.04, and 0.64 ± 0.03, respectively, 
with random forest showing the best performance for 
predicting HBV. Also, the performance of random forest 
compared to other methods was better for predicting HCV.

Discussion 

In the current study, the performance of traditional and 
ensemble learning methods was assessed for predicting 
HBV and HCV. The results showed that the random 
forest performs better than other methods for predicting 
HBV and HCV. This method identified age, ALT, and 
AST as the top three most important variables for 
predicting both hepatitis.
According to previous studies, ALT and AST were 
identified as important variables in discriminating 
between healthy controls and patients with hepatitis [18, 
33-35]. These findings are consistent with our results. 
The AST was an important variable that was identified 
by random forest in the present study. Also, the random 
forest identified ALT as one of the most important 
variables for predicting HBV and HCV. It seems that due 
to lifestyle changes and the addition of factors effective 
in increasing ALT such as BMI and blood lipids, high 
ALT is not caused by infectious hepatitis in most cases. 
However, because of the importance of HBV and HCV 
in endemic areas, it is best to screen individuals for 
abnormally high levels of transaminases for hepatitis 
virus.
Based on our findings, age was identified as another 
important variable in predicting both types of hepatitis. 
This results in agreement with Yasin et al., who used 
data mining techniques for the classification of HCV 
and concluded that age was associated with it [36].
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Fig. 1. The variable importance for HBV and HCV.

Tab. II. The performance criteria of methods.

Test Methods Accuracy
HBV Bagging 0.65 ± 0.03

AdaBoost 0.62 ± 0.04
Random Forest 0.66 ± 0.03

Logistic regression 0.64 ± 0.03
HCV Bagging 0.76 ± 0.03

AdaBoost 0.75 ± 0.02
Random Forest 0.77 ± 0.03

Logistic regression 0.74 ± 0.03
HBV: Hepatitis B Virus; HCV: Hepatitis C Virus.

HBV: Hepatitis B Virus; HCV: Hepatitis C Virus; ALT: Alanine aminotransferase; AST: Aspartate aminotransferase; CHOL: Cholesterol; TG: Triglycer-
ide; FBS: Fasting blood sugar; BMI: Body mass index.
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Several studies have been performed in predicting 
hepatitis disease using machine learning methods. For 
instance, Karthikeyan and Thangaraju  [4] applied six 
different machine learning methods to classify hepatitis 
patients. They showed that the Naive Bayes has the 
highest performance, and the random forest was also 
relatively good. Syafa’ah et al.  [21] also evaluated the 
performance of classification machine learning methods 
for predicting HCV. In their study, neural networks and 
random forests had a good performance. Nandipati et 
al. [37] compared the performance of different machine 
learning methods for predicting HCV. They found that 
random forest had better performance in comparison 
to other methods in the binary class. Similar results 
were also reported in a study conducted by Orooji and 
Kermani [18]. In another study, Kumar and Sikamani [22] 
showed that the accuracy of random forest was higher 
than logistic regression to predict hepatitis. Chicco 
and Jurman  [33] used an ensemble learning method 
for enhanced classification of patients with hepatitis 
and cirrhosis. The results of their study confirmed the 
usefulness of random forest for HCV and cirrhosis 
diagnosis prediction. The results of these studies were in 
agreement with our study, which indicates that random 
forest has the best performance.
The main limitations of this study were the small 
sample size and failure to consider some risk factors 
associated with hepatitis. Despite these limitations, our 
study showed that ensemble learning methods perform 
reasonably well for HCV and HBV prediction. The 
results could help doctors better identify people at high 
risk for hepatitis. 
In fact, early detection of this dangerous virus can increase 
the chance of treatment and prevent the complications of 
hepatitis, including more deaths caused by it.

Conclusions

This study showed that the performance of random 
forest provided better results compared to other methods 
for predicting HBV and HCV based on accuracy. 
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